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Abstract. We present a generic mobility and traffic generation framework that can be incorporated into a tool for modeling and
simulating large scale ad hoc networks. Three components of this framework, namely a mobility data generator (MDG), a graph
structure generator (GSG) and an occlusion modification tool (OMT) allow a variety of mobility models to be incorporated into
the tool. The MDG module generates positions of transceivers at specified time instants. The GSG module constructs the graph
corresponding to the ad hoc network from the mobility data provided by MDG. The OMT module modifies the connectivity of the
graph produced by GSG to allow for occlusion effects. With two other modules, namely an activity data generator (ADG) which
generates packet transmission activities for transceivers and a packet activity simulator (PAS) which simulates the movement
and interaction of packets among the transceivers, the framework allows the modeling and simulation of ad hoc communication
networks. The design of the framework allows a user to incorporate various realistic parameters crucial in the simulation.
We illustrate the utility of our framework through a comparative study of three mobility models. Two of these are synthetic
models (random waypoint and exponentially correlated mobility) proposed in the literature. The third model is based on an urban
population mobility modeling tool (TRANSIMS) developed at the Los Alamos National Laboratory. This tool is capable of
providing comprehensive information about the demographics, mobility and interactions of members of a large urban population.
A comparison of these models is carried out by computing a variety of parameters associated with the graph structures generated
by the models. There has recently been interest in the structural properties of graphs that arise in real world systems. We examine
two aspects of this for the graphs created by the mobility models: change associated with power control (range of transceivers)
and variation in time as transceivers move in space.
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1. Introduction

1.1. Simulation of ad hoc networks

An ad hoc wireless mobile network is a collection of
mobile transceivers that communicate via radio trans-
mission. There is no wireline network to support the
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movement of packets. The communication network is
formed spontaneously when transceivers activate their
radios. Moreover, movement of the transceivers con-
stantly changes the connectivity of the network. These
networks are gaining popularity due to their applicabil-
ity in a number of important situations such as battle-
field communications, emergency management and re-
sponse, etc. The topic of designing and building large
scale ad hoc networks is an area of active research.

The dynamic connectivity of the network that is in-
duced by the constant movement of transceivers implies
that the performance of the communication network
depends crucially on how the underlying transceivers
move. Indeed, as has been observed in the literature
(see for example [9,10,21,26,27,38]), parameters such
as the velocity of transceivers, their mobility patterns
and their spatial density significantly affect the network
performance.

The goal of the AdHopNet project at the Los Alamos
National Laboratory (LANL) is to develop a scalable
simulation-based tool that can be used for the design
and analysis of ad hoc communication networks being
built as a part of SUO-SAS project at DARPA [8] and
the Urban Infrastructure Suite of analytical tools being
developed as a part of the National Infrastructure Sim-
ulation and Analysis Capability (NISAC). The focus of
this paper is on some modules of this simulation-based
analysis tool. These modules produce mobility pat-
terns, and the data generated by these modules in con-
junction with a module that generates communication
activities is used to drive the packet movement simu-
lator of AdHopNet. The modules for generating mo-
bility data were developed originally for AdHopNet.
However, they can be used in conjunction with other
simulation tools such as GloMoSim and ns-2 [3,4]. The
flexible framework within which the modules operate
allows us to create both synthetic and realistic mobility
patterns along with appropriate communication activ-
ities (or calling patterns). Although our framework is
designed for ad hoc networks, it can be used to obtain
an understanding of the effects of mobility on a wired
backbone network that contains mobile units and base
stations. In such networks, each base station is a sta-
tionary unit that communicates with one or more mo-
bile units. At any time, each mobile unit is assigned
to a base station. A mobile unit can communicate di-
rectly with only its assigned base station. The base sta-
tions communicate among themselves through a wired
backbone network. (The backbone may also involve
satellite links.)

1.2. Basic terminology

We now present some terminology that is used
throughout this paper. The range of a transceiver is
the geographic distance over which the packets sent by
the transceiver can be received. Different transceivers
may have different ranges. The distance metric used
is the Euclidean (L2) metric. Thus, if the range of a
transceiver T is r, then a packet sent by T can be re-
ceived only by the transceivers (or base stations) that
are within or on the circle of radius r centered at the
point occupied by T .

In an ad hoc network, a hop refers to the movement
of a packet directly from one transceiver T to another
transceiver T ′ which is within the range of T . In a
wired backbone mobile network, a hop may refer to
either the movement of a packet between a mobile unit
and its base station or between a pair of base stations.

The out neighbors of a transceiver T are those
transceivers that can receive packets from T in one hop.
Similarly, the in neighbors of a transceiver T are the
transceivers from which T can receive packets in one
hop. The terms “in neighbor” and “out neighbor” arise
from a natural directed graph representation of a net-
work: the nodes of the graph correspond to transceivers
(and base stations) and a directed edge (u, v) implies
that the transceiver (or base station) represented by v is
in the range of the transceiver (or base station) repre-
sented by u.

1.3. Summary of contributions

This paper presents three novel contributions: a
generic framework for simulation, realistic mobility
modeling and a graph analysis of ad hoc networks. The
first part is a generic framework for mobility and traf-
fic generation that can be incorporated into tools for
modeling and simulating ad hoc communication net-
works. This framework, discussed in Section 3, is flex-
ible enough to support a variety of modules for each
component. We illustrate the flexibility of the frame-
work by showing how it can be used to compare several
mobility models. Further, it is possible to compose the
components of this framework in different ways to ob-
tain different modeling scenarios (see Section 3.2). A
similar framework used in the TRANSIMS system [6]
has allowed studies ranging from equity analyses of
transportation system improvements through detailed
studies of response strategies for chemical and biolog-
ical attack. Despite this paper demonstrating only the
applicability of the framework in the analysis of mobil-
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ity models, such a wide range of potential applications
is also likely for this system.

Using the framework with all other modules fixed,
we carry out an experimental study of three mobility
models. Two of these are synthetic models (random
waypoint and exponentially correlated mobility) pro-
posed in the literature [12,22,32]. The third model is
based on a detailed urban population mobility model-
ing tool (TRANSIMS) developed at the Los Alamos
National Laboratory [6]. This is the first time a realistic
urban population mobility model has been used in mod-
eling ad hoc networks. In fact, it is the only existing
urban population mobility model with its level of de-
tail. Its comparison with the simpler popular mobility
models is interesting–there are significant differences.

We note that the approach used in this paper to
compare mobility models is different from those used
in other papers in the literature. For example, refer-
ence [13] compares spatial distributions of nodes under
several mobility models. In reference [21], the com-
parison is based on parameters such as average dis-
placement from the starting point, rates of links com-
ing up or going down and the rate of packet delivery.
Our work compares mobility models by computing a
variety of measures for the graphs generated by each
of the models (Section 5). The measures computed
include degree distribution, clustering coefficient and
diameter. Computing such measures enables us to in-
vestigate a fundamental question: Are mobile networks
scale-free? This property has proven to be pervasive in
real-world networks [2] such as scientific collaboration,
movie actors, protein folding, linguistics, etc. For in-
stance, Govindan and Tangmunarunkit [19] and Falout-
sos et al. [18] studied this phenomenon and showed
that internet networks have the scale-free property. To
our knowledge this has not been investigated for ad
hoc networks. Our preliminary results indicate that the
structural properties of ad hoc networks are different
from internet router networks, in particular that mobile
networks are not scale-free. Also, unlike previous anal-
yses of systems that can be modeled as graphs, there is
an intrinsic time dependence in mobile networks. We
find that measured quantities (such as the degree distri-
bution) are invariant on short time scales (seconds), but
can change significantly on longer time scales. This is
important in light of recent work by the research com-
munity [2,34,36]. All of the measurements also show
variation with the range (power) of transceivers. The
experimental analysis reported in this paper is a first
step in exploring structural properties of graphs arising
from mobility models.

The remainder of this paper is organized as follows.
Section 2 presents a brief review of mobility models
proposed in the literature. Section 3 provides a discus-
sion of the components of our framework. Section 4
presents a more detailed discussion of the modules that
were used in generating the experimental results re-
ported in this paper. Section 5 provides an analysis of
the experimental results. Finally, a discussion of our
ongoing and future research is presented in Section 6.

2. A brief review of known mobility models

A number of mobility models that can be used in the
simulation of ad hoc networks have been proposed in
the literature. We limit the presentation to models that
are closely related to the ones used in our experimental
study. For a discussion of other models and a classi-
fication of models, we refer the reader to [13,14], and
the references therein. All of these models are very
simple compared to TRANSIMS, discussed briefly in
Section 4.1.3.

In the random mobility model discussed in [38], the
position of each transceiver at time (t + 1) is a random
displacement from its position at time t. This implies
in essence that the speed and direction are both random
variables that have no correlation with their current
values. As discussed in the literature, this model tends
to produce unrealistic choppy motion with sharp turns,
sudden stops, etc.

Basagni et al. [11] study an extension of this model,
where the speed is held constant but direction is a uni-
form random variable over a specified range. In Ko
and Vaidya’s model [25], the transceivers can move
along a prespecified set of paths made up of segments.
The segment lengths are exponentially distributed and
the direction of each segment is chosen uniformly at
random. Speed is also assumed to be uniformly dis-
tributed within a window of size s around the current
speed v. The model of Das et al. [16] selects a sequence
of sub-destinations in an on-line fashion. When at a
given sub-destination, the transceiver selects its next
sub-destination and speed. It then travels to this sub-
destination along a straight line connecting the current
and the next sub-destination. This model can be seen
to be an extension of the model of Basagni et al. [11].

The random waypoint mobility model discussed
in [22] specifies a sequence of pause and motion pe-
riods for each transceiver. During the motion period,
a randomly chosen sub-destination is reached using a
constant speed chosen uniformly at random between
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zero and a maximum allowable limit. A recent pa-
per [13] incorporates additional features into the ran-
dom waypoint model with a view to making the model
more realistic. In that work, speeds are limited to a
few that are characteristic of automobiles. Further, the
speed and direction are coupled with a minimum turn
radius assuming a particular coefficient of static fric-
tion and a flat road. For other variants of the random
waypoint model, see [20,27].

All the above models have one common theme: they
specify mobility rules for individual transceivers. Re-
searchers have also identified another type of mobil-
ity model, called the group mobility model. In such a
model, the set of transceivers is partitioned into groups.
The movements of individual transceivers within a
group are strongly correlated. Such models aim to pro-
vide realistic mobility data when ad hoc networks are
used in an emergency response or a military setting.
Two basic models of this type have been proposed in
the literature.

The first is the Exponentially Correlated Random
Mobility (ECRM) model studied in [12,21,32]. Using
this model, one can control the movement of a group
independently of the movement of the other groups
and the nodes within the group. At each step, a group
undergoes a randomly chosen displacement along a
randomly chosen direction.

A more sophisticated model referred to as the Refer-
ence Point Group Mobility (RPGM) model is proposed
in [21]. By an appropriate setting of the parameters,
RPGM can mimic many other known mobility models.
An informal description of this model is as follows.
The transceivers are partitioned into a specified number
of groups. Each group has a logical center which can
be assigned a specific movement model. Transceivers
within a group move together as a group within an an-
nulus around the group center, with a small amount of
random movement. Such movements can be readily
implemented (for instance) by maintaining prespecified
lower and upper bounds on the distance of each point
from its group center.

3. Conceptual design of the framework

We have developed a prototype software tool that
allows a user to substitute arbitrary models and pro-
grams into the various components of the simulation,
called modules. The modules are run independently,
and exchange of information between the modules is
accomplished using files, which can also be considered

as state-saves for readers more accustomed to single,
large, complex, amalgamated programs (that are rarely
easy to debug). This approach also allows the user to
combine the modules in interesting ways to create very
complex simulations without having to recode anything
(see Section 3.2). Commercial packages can also be
used as drop-in replacements with a bit of data filtering.

This paper demonstrates the versatility of the frame-
work by considering three different mobility modules.
As in [21], our tool is flexible enough to support group
and individual mobility models. In addition, it sup-
ports a more realistic mobility model, obtained from
a large scale microscopic mobility simulator called
TRANSIMS, also developed at Los Alamos [6]. Using
TRANSIMS, one can produce extremely high fidelity
mobility models that have been validated against real-
istic road traffic and many other population mobility
characteristics in present-day urban areas.

Our framework combines the mobility models with
a communication activity generator that produces syn-
thetic calling patterns in which parameters such as the
size and number of packets, level of burstiness, etc. can
be controlled. The communication activity patterns can
be generated so that the synthetic patterns match realis-
tic patterns in a statistical sense. The mobility data and
communication activity generators have been designed
with the goal of providing input data to ad hoc network
simulators.

3.1. A functional view of the prototype simulator

A schematic diagram showing the various modules
of the prototype simulator is presented in Fig. 1. This
schematic diagram represents a functional view of the
system, connected in its most simple configuration.
Care has been taken to ensure that the design is re-
sponsive to future enhancements. The simulator that is
being developed as part of the AdHopNet project at the
Los Alamos National Laboratory uses these modules
along with other more sophisticated modules to per-
mit simulations of large-scale ad hoc networks (con-
sisting of millions of transceivers). A brief discussion
of the functions carried out by the various modules is
presented below.

Mobility Data Generator (MDG): The function
of this component is to generate the positions of
transceivers with respect to time. This module allows
transceivers to become idle for some period of time and
rejoin the network at a later time. Further, the module
permits new transceivers to join the network and exist-
ing transceivers to leave the network permanently. The
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Fig. 1. A schematic diagram of the simulator, showing only
“feed-forward” paths and a simple composition of the modules.

design is flexible enough to incorporate various mo-
bility models discussed earlier and also to incorporate
mobility models derived from realistic mobility data.

Graph Structure Generator (GSG): The function of
this module is to construct the directed (or undirected)
graph corresponding to the ad hoc network from the
mobility data provided by MDG. The type of output that
is produced by this module is as follows. At each time
instant when mobility data for transceivers is available,
the GSG constructs the out neighbors of each active
transceiver T knowing the range of T and the positions
of all other active transceivers. The module has been
decoupled from MDG so that it can be made compatible
with many different mobility simulation tools. More-
over, the module is flexible enough so that the existence
of an edge between a pair of transceivers A and B can
be a function of the given radio propagation model. For
example, we can use the line of sight model or a two
way path loss model [12] to decide whether or not two
transceivers can talk to each other.

Occlusion Modification Tool (OMT): The inputs to
this module are a graph (as produced by GSG) and in-
formation about occlusions in the terrain. At an abstract
level, the effect of occlusions can be seen as deleting
a subset of the edges in the ad hoc network formed
by the transceivers. This could be used to account
for many forms of obstruction, including buildings or
other physical barriers, stationary electronic interfer-
ence, etc. The initial use of the module was to handle
constraints due to different types of terrain. For the
purposes of this paper, this module was implemented to
support edge-cutting barriers in two dimensions, where
information regarding barriers is given as a list of point
pairs. Again, the reason for making this a separate
module is that the effect of occlusions on the existence
of an edge can now be decided post hoc, independent
of the mobility and graph generation models.

Activity Data Generator (ADG): The purpose of
ADG is to generate sessions, where a session is a se-
quence of packets to be sent from a chosen source to
a chosen destination. The ADG module generates ses-
sions for a specified fraction of the transceivers that
are active at a given time. For each session, the data

generated by the ADG specifies the source, the desti-
nation, the number of packets in the session, the size of
each packet and the rate at which the source generates
the packets. Simulating a session with varying packet
sizes, rates, etc., can be done using multiple “logical”
sessions to emulate a single “actual” session.

Packet Activity Simulator (PAS): This module sim-
ulates the packet flow in the system using the activity
data and the graph structure generated by ADG and
GSG respectively. Thus, this module can begin to exe-
cute only after all the other modules have finished their
execution. It is this module that simulates the interac-
tion of packets with the network and each other, and
resolves the contention for resources.

The Activity Data Generator and Packet Activity
Simulator that we have implemented will be discussed
more fully in subsequent publications, in part because
each is interesting enough to stand on its own. For
this work we have not used our own million-node PAS,
but the freely available GloMoSim application [3]. Al-
though not discussed, we have linked the ns-2 simulator
into our framework as the PAS, and also the commercial
QualNet simulator. The modular nature of the frame-
work makes such substitutions possible, and relatively
simple.

3.2. Composition of modules

The modular nature of the components and our mod-
eling methodology provides the ability to simulate a va-
riety of scenarios by appropriate compositions of mod-
ules. Figure 1 illustrates only the most simple feed-
forward-once configuration of the simulator. The real
power of the methodology is realized only through the
use of feedback and sophisticated combinations of the
modules. We present two simple examples below to
illustrate the idea.

A troop movement exercise could be simulated by
running a clustered random waypoint model once for
each unit of soldiers, then running each group inde-
pendently through the graph connection module, and
finally merging all the data. So long as there are no du-
plicate transceiver IDs, this emulates troop deployment
where each unit has its own non-interfering channel of
communication and pattern of movement. For a simple
modification, one member of each unit (say, the com-
mander) could be selected to have all other selected
transceivers (one from each unit) added to its connected
node list. This allows commanders of various units to
have a second channel amongst themselves.
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A second example is in the modeling of self-adapting
networks, where each transceiver adjusts its transmis-
sion range so that its number of neighbors is within
specified bounds. In this case, GSG would need to be
iterated with each node searching for a power value that
yields a number of neighbors satisfying the specified
bounds. Such a simple feedback loop could be drawn
into Fig. 1 as a self loop on the GSG. Degree opti-
mization and topology control is considered in part due
to recent work by Royer et al. [33], Ramanathan and
Rosales-Hain [31], Liu et al. [28] and by Kleinrock and
Silvester’s classic work on the topic [24]. Self-adapting
networks are important in the context of power-aware
protocols (see for example [23]). The mobility model-
ing tool presented in this paper can be used in simulat-
ing such protocols.

The above examples serve to illustrate the flexibil-
ity of the framework with respect to mobility models.
The framework allows a similar flexibility with respect
to the other components as well. For example, if one
wants to study the effects of different models for activ-
ity generation in ad hoc networks, it is a simple mat-
ter to substitute different versions of the ADG module
without changing the other modules. Likewise, one can
also study the effects of different types of occlusions
by substituting different versions of the OMT module.

4. Implementation details

In this section, we provide some implementation de-
tails regarding three modules (namely, the mobility data
generator, the graph structure generator and the occlu-
sion modification tool), which are used in the compar-
ison of the mobility models. Implementation details
regarding the activity data generator and the packet
activity simulator have not been included as they are
not germane to the experimental study reported in this
paper.

4.1. Mobility data generator

For this study, we implemented three mobility mod-
els in the MDG. The first two models (namely, random
waypoint and exponentially correlated random mobil-
ity) were discussed in Section 2, and we introduce
no new features to these models from previously pub-
lished work. The third model (the TRANSIMS mobil-
ity model) is from a continuing research effort in urban
population mobility at the Los Alamos National Labo-
ratory. Each of the mobility models was implemented

to have the same average node density and average node
speed, where those numbers were determined from the
TRANSIMS tool to be 160 nodes per square kilometer
and 16.4 meters per second, respectively. The simula-
tion region was set to be a square of area 6.25 square
kilometers.

4.1.1. Random waypoint
The random waypoint (RW) mobility model [22] is

the simplest of the three, but still has more structure
than a simple random walk model. It is an event driven
model, where each transceiver is given a location and a
speed at which to move to that location from the start-
ing position. When a transceiver reaches its new po-
sition, it randomly chooses a new position and speed
and starts moving after an optional delay. As imple-
mented here, the optional delay was always set to zero
seconds, and the new positions (as well as the initial
positions) are each drawn from a uniform random dis-
tribution over the entire simulation area. A snapshot of
the node positions at time = 100 seconds after the start
of the simulation is shown in Fig. 2. Because the new
positions are distributed uniformly randomly over the
entire simulation area, any snapshot will yield a sim-
ilar distribution of node positions. Snapshots at other
timesteps are not shown because they are qualitatively
(and approximately quantitatively) indistinguishable.

It is important to note that the distribution of new
speed choices is not the same as the distribution of
instantaneous speeds. Nodes do not choose a time at
which to travel with a given velocity (which would
make the distributions the same); rather, they choose a
new position. It takes longer for a slow moving node
to reach its new destination than it would for a fast
node. Thus, the slow moving nodes stay in the slow-
moving state longer. This gives a higher weight to
the slow speeds in a temporal (or spatial) average of
speed. In order to achieve an average node speed of
16.4 meters per second,matching the TRANSIMS data,
it was necessary to have the nodes randomly choose a
new speed from the uniform distribution from zero to
67 meters per second. The resulting speed distributions
discussed in Section 5 show this effect for the RW
model.

Under the RW model, at each discrete timestep, each
node updates its position according to its velocity. If
it reaches its next velocity-change position, it chooses
a new velocity and moves in that direction. Thus, the
position and velocity of a node at any instant can be
computed in O(1) time. Therefore, if there are N nodes
and the number of time steps simulated is τ , the total
time needed to compute the data set for all the time
steps is O(Nτ).
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Fig. 2. A snapshot of an instance of transceiver positions in the Random Waypoint model.

4.1.2. Exponentially correlated random mobility
(ECRM)

Our interpretation of the ECRM model is as follows.
Each node is a member of a group. At each timestep, a
node chooses a new position, xn, relative to its group
center, xg , and each group center chooses a new posi-
tion relative to the center of the simulation coordinate
system. Thus at any timestep t, the position of a node in
the simulation coordinate system is given by xn + xg.
Both node and group motions follow the same equation
(relative to their respective coordinate systems) given
below.

xi(t + 1)= xi(t)·e−1/τ+ s·σ ·r·
√

1−e−2/τ (1)

Here, i is either n or g representing the node position
or the group position. The decay of positions back to
the center of the group is controlled, in part, by the
τ parameter. The extent of motion about the group
center is characterized in part by the quantity s ·σ. The
random component of the motion is controlled by the
vector random variable r. Any distribution can be used
for this random variable, however, researchers [12,21,
32] seem to prefer one with radial dependence. In order
to best compare the results from ECRM to the other

two simulations that where characterized by a square
simulation area, we use a random vector variable that
has both x and y components distributed uniformly
randomly in a range of ±1.

The motion of each group and each node is charac-
terized by its τ and s · σ parameters, which could be
chosen according to any scheme the user desires. We
have chosen to use a single pair of values for τ and
s · σ for all of the groups and another for all of the
nodes. For the group centers, we used τ = 3000 and
s · σ = 740 meters. For nodes, we used τ = 1500
and s · σ = 300 meters. These were chosen to yield
the expected average speed of 16.4 meters per second
with an extent of motion covering approximately the
same simulation area as the RW model in a reasonable
amount of time. There was no boundary to the ECRM
simulation area; the model itself constrains the extent
of nodes. Two snapshots of node positions generated
using the ECRM model are shown in Fig. 3.

Like the RW model, the algorithm used for ECRM is
also very simple. For each time step, each group moves
to its new coordinates, then every member of the group
moves relative to the group center. The time used to
generate the position of any node per time instant is
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Fig. 3. Two snapshots of transceiver positions in the ECRM mobility model. The upper panel is at time zero (after a 200 second run to remove the
effects of initial positions), and the lower panel is 900 seconds later. Because of the grouping nature of the model, there is a noticeable difference
in the distribution of positions with respect to time.

O(1). Since each node is in only one group, the total

time needed to generate ECRM mobility data for N

nodes and τ time instants is O(Nτ).

4.1.3. TRANSIMS – realistic traffic

The third model used in this study incorporates real-

istic mobility patterns. By “realistic”, we mean move-
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Fig. 4. The upper panel shows the road network on which vehicles are moving, and the lower panel is a snapshot of those vehicles at 7 am in a
TRANSIMS simulation of Portland, Oregon. The gap on the right of each figure is the Willamette river.

ments that are likely to arise in operational ad hoc net-
works in urban areas. In this context, the discussion is
pertinent to commercial uses of ad hoc networks, al-
though the ideas are generic enough to be applicable in
military and emergency response settings. The tool we
used to generate these mobility patterns is TRANSIMS,
a large-scale microscopic transportation simulation en-
vironment [6]. TRANSIMS produces traffic patterns
(positions of all travelers on a second by second basis)

for a large metropolis. It is beyond the scope of this
paper to completely describe the TRANSIMS urban
population mobility models and simulation. The in-
terested reader should consult the many technical pub-
lications and the several thousands of pages of docu-
mentation for the system, both available on-line (www-
transims.tsasa.lanl.gov).

TRANSIMS has the ability to carry out highly de-
tailed simulations of very large transportation net-
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Fig. 5. Outline of the Graph Generator.

works. Thus, it can be used to produce mobility pat-
terns on an extremely large scale (1.5 million people
with 1 million links). Both for clarity of demonstration
(the figures of nodes and networks included here are
already somewhat crowded) and in order to be com-
patible with ad hoc network simulators (PAS) such as
ns-2 and GloMoSim, which can handle no more than
about 1500 transceivers, we selected a small part of
downtown Portland, OR, for generating experimental
results. The top panel of Fig. 4 shows the chosen area.
The area is a square 2.5 km on a side, with approxi-
mately 1000 vehicles present at any time. This repre-
sents a little less than 0.0009% of the Portland simula-
tion area used by TRANSIMS. (The comparative anal-
yses shown below were done only on timesteps having
nearly 1000 vehicles, for fair comparison with the other
two models.)

It is important to note that we used only vehicle po-
sitions in the simulation area, which introduces a fea-
ture not in the other two models; that is, the TRAN-
SIMS model allows transceivers to enter or leave the
simulation area (and therefore the network), or to ap-
pear intermittently. This is also a common scenario
in ad hoc networks where the structure of the network
changes spontaneously. Since the simulation was de-
signed to handle such changes, our approach doesn’t

cause difficulties for the other models. This illustrates
how realistic mobility data differs significantly from
that produced by simple synthetic models.

The road network underlying the area of simulation
from which data was extracted is shown in the first
panel of Fig. 4. In the second panel is a snapshot of
vehicle positions at 7 am. Like the RW model, the
plot of vehicle positions qualitatively changes little in
short time spans. However, it can change a great deal
at different times of the day: morning rush hour has
very different traffic compared to 3 am.

The reader should not underestimate the complexity
or difficulty of modeling realistic urban populations
to the extent that is done in TRANSIMS. The system
is far too complicated to provide a simple complexity
measure to any component. The overall source code
(written in C++) consists of over a half million lines,
and the size of a dataset for a typical run is over 100 GB.
All of the output has never been recorded for a single
run, but it would very likely exceed tens of Terabytes.
TRANSIMS was done over a period 8 years and is a
work of approximately two hundred person-years [6].

4.2. Graph structure generator

For the experimental study reported in this paper, the
graph generator module generates the directed graph
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Fig. 6. Three graphs resulting from different connection radii on the
same set of node positions. From top to bottom, the radii are 50 m,
75 m and 100 m. Notice that even with an unreasonably large range,
there are still many components in the interior of the network.

corresponding to the ad hoc network, given the coordi-

nates and the range of each transceiver. More specif-
ically, for each transceiver T , the module generates
the number and list of transceivers to which T has an
outgoing edge. An outgoing edge from a transceiver
T to a transceiver T1 indicates that T1 can receive a
packet sent by T . When all transceivers have the same
range, the ad hoc network can be represented by an
undirected graph, where each undirected edge indicates
a bidirectional link between a pair of transceivers.

The graph generation algorithm uses a simple data
structure to reduce the computation time. We refer to
this data structure as the Location Table in the following
discussion. The data structure relies on the following
two assumptions:

1. The X and Y coordinates of any transceiver are
integers in the range 0 to XMAX and 0 to YMAX
respectively.

2. Each grid point is occupied by at most one
transceiver.

For TRANSIMS, these assumptions are automatically
satisfied through a simple translation of the coordinate
system. (TRANSIMS uses single-occupancy integer
coordinates based on a geographic information system.)
For the other models, the above assumptions were en-
forced by a preprocessing step that suitably rounds the
coordinates of mobile units and shifts overlapping posi-
tions. The data used for this study had a sparse enough
spatial distribution of nodes that no shifting of positions
was required.

The Location Table (LT) is an array of size XMAX+1.
Each entry of LT is a pointer to a list of transceiver IDs.
More specifically, for each i, 0 � i � XMAX, LT(i) is
a pointer to a list of transceiver IDs such that the X-
coordinate of each transceiver in the list is equal to i,
and the list is in increasing order of the Y-coordinates
of the transceivers. As positions of transceivers are
read from the input file, it is a simple matter to insert
them into LT satisfying these conditions.

Suppose T is a transceiver with coordinates (x, y)
and range r. Let T ′ be another transceiver with coor-
dinates (x′, y′). Then, under the L2 distance metric, it
can be verified that T has an outgoing edge to T ′ if and
only if both of the following conditions are satisfied.

1. x′ ∈ [xl, xh], where xl = max{0, x − r} and
xh = min{x + r, XMAX}.

2. y′ ∈ [yl, yh], where yl = max{0, y − D}
and yh = min{YMAX, y + D} with D =
�√r2 − (x − x′)2�.



12 C. Barrett et al. / A mobility and traffic generation framework for modeling and simulating ad hoc communication networks

So, to find the out neighbors of a transceiver T , we
need to consider only those transceivers whose X-
coordinate values are in the range [xl, xh]. For each
such X-coordinate, say i, we can obtain a list of all
the transceivers whose Y-coordinates are in the range
[yl, yh] by a simple scan of the list LT(i). This scan is
facilitated by having the list in sorted order of Y coor-
dinates. An outline of the algorithm used to generate
the edges in the graph at various time steps is given in
Fig. 5.

For a system with N nodes, the above algorithm
has a worst-case running time of O(N 2) for each time
instant, since each node may have outgoing edges to
O(N) other nodes. Thus, if the algorithm is run for
τ time instants, the worst-case time for graph genera-
tion is O(N2 τ). However, if the transceivers are dis-
tributed uniformly over the grid, the expected number
of transceivers to which a given transceiver has out-
going edges will be significantly smaller, and the ex-
pected running time will be much better than that given
by the worst-case bound. The algorithm was imple-
mented in C++ and it works well for small to medium
values of transceiver ranges. Our tests indicated that
this approach is fast enough for the prototype version
of the ad hoc network simulator. With larger ranges
and higher node densities, more sophisticated search
methods may be needed.

As mentioned above, when all the transceivers have
the same range, the communication network formed
by the transceivers at any time can be represented by
an undirected graph. Figure 6 illustrates the graphs
produced for the TRANSIMS mobility model at 7 am
for three different ranges (also called connection radii).
At the shortest range, namely 50 meters, the graph is
composed of many small components. At 100 meters,
there is one large connected component, and most of
the nodes are part of this component. However, even
with a range of 150 meters, the graph has a number of
small components. This is a common feature of graphs
based on nodes that are not uniformly distributed, and
can be seen in both the TRANSIMS model and ECRM,
but not Random Waypoint (Figs 6 and 8, and Table 1).

As observed in Section 3.2, it is possible to compose
the modules of Fig. 1 to obtain a self-adapting ad hoc
network. To illustrate this, we present results from an
experiment conducted using the TRANSIMS mobility
model on the section of Portland, OR, shown in the top
panel of Fig. 4. Our goal was to adjust the range of each
transceiver so that the degree of each transceiver in the
resulting network is approximately 7. This search can
be implemented by iterating the graph generator mod-

ule, since the outdegree of each node is a monotonically
non-decreasing function of the range. The resulting
range distribution for the TRANSIMS node positions
at 7 am is shown in Fig. 7. The degree distribution has
46 nodes of degree 6 and 49 nodes of degree 8. Because
all of these nodes have two nodes at exactly the same
range, they are unable to achieve the degree value 7. A
similar explanation can be given for nodes of degree 5
and 9.

4.3. Occlusion modification tool

Given the set of all edges that can possibly exist
within the maximum ranges of the devices (exactly
what is produced by the GSG), any physical effects
such as terrain, buildings, reflection, or signal attenu-
ation can act only to reduce the members of this set.
Occlusions include anything that can interrupt a phys-
ical link between nodes. For the implementation used
in this study, occlusions are generated externally as a
set of barriers in two dimensions; that is, the barriers
are lines. The Occlusion Modification Tool (OMT)
takes the set of barriers and the graph produced by the
Graph Generator, and removes all the edges that cross
any of the barriers. The resulting graph is the one that
represents the usable physical links between nodes; the
edges that were removed would never have been per-
ceived. If E denotes the number of edges in the in-
put graph and B denotes the number of barriers, the
running time of the OMT module is O(EB).

An example to illustrate the functionality of this
module is shown in Fig. 8. The upper panel of this
figure shows the undirected graph without any barriers.
The positions of the nodes in the graph were generated
using the random waypoint model. The lower panel
shows the modified graph when two barriers are added.
The reader will notice that many edges in the top right
quadrant of the upper panel are missing in the lower
panel; these edges were removed by a barrier in the
upper right quadrant. Likewise, many edges to the left
of the center of the upper panel are missing in the lower
panel because of a barrier in the bottom left quadrant.

The graph structure generator (GSG) and the occlu-
sion modification tool (OMT) are two of the compo-
nents in our framework. In the study reported here, con-
ceptually simple versions of these two modules have
been implemented to demonstrate the usefulness of the
framework. More sophisticated versions of GSG and
OMT incorporating features of radio propagation mod-
els (such as reflections and signal attenuation) can in-
deed be used in an application based on our framework.
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Table 1
Summary statistics for a sample of the test graphs. R is the range of each node (in
meters), time refers to the number of seconds after the decay of initial transients
for RW and ECRM and after 7 am for TRANSIMS. Size is the number of edges,
D is the node degree, C is the node clustering coefficient, and N is the number of
connected components in the graph. The parameter d denotes the graph diameter.

model R time size ave-D ave-C N d

ECRM 50 0 1991 3.98 0.611 144 29
ECRM 50 10 1958 3.91 0.588 138 36
ECRM 50 900 2040 4.08 0.600 162 22
RW 50 0 828 1.65 0.573 421 19
RW 50 10 869 1.73 0.614 410 13
RW 50 900 860 1.72 0.587 400 11
TRANSIMS 50 0 2376 4.74 0.672 205 55
TRANSIMS 50 10 2433 4.86 0.656 191 35
TRANSIMS 50 103 2562 5.11 0.651 171 44
ECRM 75 0 4312 8.62 0.602 36 32
ECRM 75 10 4396 8.79 0.613 43 24
ECRM 75 900 4529 9.05 0.603 60 28
RW 75 0 1795 3.59 0.579 128 58
RW 75 10 1884 3.76 0.612 130 65
RW 75 900 1895 3.79 0.606 126 53
TRANSIMS 75 0 4394 8.77 0.678 58 57
TRANSIMS 75 10 4561 9.12 0.662 61 72
TRANSIMS 75 103 4844 9.66 0.686 69 88
ECRM 100 0 7575 15.1 0.617 17 31
ECRM 100 10 7752 15.5 0.620 18 22
ECRM 100 900 8009 16.0 0.617 25 39
RW 100 0 3248 6.49 0.593 31 47
RW 100 10 3291 6.58 0.596 38 42
RW 100 900 3339 6.67 0.603 41 41
TRANSIMS 100 0 6758 13.5 0.681 17 40
TRANSIMS 100 10 6952 13.9 0.683 22 44
TRANSIMS 100 103 7332 14.6 0.685 24 53
ECRM 150 0 16386 32.7 0.655 3 20
ECRM 150 10 16651 33.3 0.658 5 19
ECRM 150 900 17374 34.7 0.654 8 24
RW 150 0 7301 14.6 0.605 5 28
RW 150 10 7293 14.5 0.607 8 27
RW 150 900 7349 14.6 0.604 5 26
TRANSIMS 150 0 11997 23.9 0.701 7 23
TRANSIMS 150 10 12417 24.8 0.696 6 23
TRANSIMS 150 103 13298 26.5 0.703 8 22

5. Analysis of results

5.1. Definitions of graph parameters

Our experimental methodology for comparing the
various mobility models is based on the values of cer-
tain parameters of the graphs generated by those mod-
els. Below, we provide formal definitions of those
graph theoretic parameters. Readers interested in more
complete descriptions of these metrics or others should
consult one of the references on introductory or ad-
vanced graph analysis [37,15,35,2].

We start with the definition of the clustering coeffi-
cient of a node [35]. Consider a graph G(V, E) and let
v be a node of G. Let Nv denote the set of nodes adja-

cent to v in G, not including v itself. Let Gv(Nv, Ev)
denote the subgraph of G induced on the node set N v.
The clustering coefficient of v, denoted by Cv , is given
by

Cv =
2 |Ev|

|Nv| (|Nv| − 1)
.

Thus, Cv denotes the ratio of the actual number of
edges in Gv to the maximum possible number of edges
in Gv (which occurs when Gv is a complete graph).
Obviously, Cv is a real number in the range 0.0 to 1.0.
A low value of Cv indicates that the neighbors of v are
not well connected to each other.

Next, we define two other graph parameters, namely
the radius and diameter [15]. We first present the def-
initions of these parameters for connected graphs and
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Fig. 7. Self-adapting network with degree approximately 7. The upper panel is the resulting graph, the middle is the range distribution that
produced it, and the lower panel is the resulting degree distribution.

extend them to graphs that are not necessarily con-
nected.

Let G(V, E) be a graph. For any pair of nodes u and
v, let d(u, v) denote the length of (i.e., the number of
edges in) a shortest path between u and v in G. For a
node v, the radius rv is defined by

rv = max{d(u, v) : u ∈ V }.

The radius of the graph rG is defined by

rG = min{rv : v ∈ V }.

The diameter of the graph dG is defined by

dG = max{rv : v ∈ V }.

Equivalently, the diameter of the graph dG can also be
defined by

dG = max{d(u, v) : u, v ∈ V }.

As is well known, the diameter of a connected ad hoc
network is an upper bound on the number of hops
needed for a message to travel from one node to another.

We can extend the definitions of radius and diameter
to graphs that are not necessarily connected as follows.
The radius of a graph G can be defined as the minimum
value among the radii of all the connected components
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Fig. 8. The upper panel shows a timestep of the RW model, and the lower panel shows the same with two vertical barriers erected in the lower-left
and the upper right.

in G. Similarly, the diameter of a graph G can be
defined as the maximum value among the diameters
of all the connected components in G. We use these
extended definitions in the following subsection.

5.2. Analysis

It was observed that the different mobility models
produce patterns of motion or even instantaneous snap-

shots of node positions that are very different. Fur-
ther, it was pointed out that variations in the ranges of
nodes can also produce significantly different results.
In this section we make an attempt at quantifying these
differences.

Time in TRANSIMS is measured in seconds from
7 am (itself 25200 seconds from midnight). As syn-
thetic mobility models, both RW and ECRM required
some time from the beginning of the simulation for sta-
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Fig. 9. Distributions of node speed for each of the three mobility models at a single instant of time.

bilization of artifacts caused by a selection of initial po-
sitions not characteristic of the model. The RW model
was given 100 seconds, and ECRM 200 seconds. Time
values quoted in the figures and in the discussion below
are relative to those times.

All of the mobility models were calibrated to produce
the same average speed at each timestep such that they
would match the average speed of the extracted TRAN-
SIMS data, namely 16.4 meters per second. Figure 9
shows the full distributions of speed producing those
averages for a single timestep: t = 10 seconds (210
seconds after simulation start for ECRM, 110 seconds
after start for RW, and 27010 seconds for TRANSIMS).
ECRM and TRANSIMS have similar profiles, but RW
is more flat with a much longer tail. As previously
mentioned, the fact that in RW slow moving nodes stay
in the slow-moving state much longer than fast moving
nodes creates a distribution that is weighted towards
slow speeds. Thus to reach the same average, the long
tail visible in Fig. 9 is required.

The remainder of this section provides a compari-
son of the experimental results obtained for the three
mobility models. As mentioned earlier, the compari-
son relies on various graph theoretic measures for the
networks generated by the mobility models.

A widely used measure of a graph is the degree distri-
bution. Here, the degree of a node is defined as the num-
ber of out-neighbors of that node. Figure 10 illustrates
the degree distributions for each of the three models at

a single timestep (namely, t = 10 seconds, which was
also used in the speed distributions shown in Fig. 9) for
three different range values. As with the speed distribu-
tions, RW is less like TRANSIMS than ECRM. How-
ever, while both TRANSIMS and ECRM have skewed
distributions centered about the same value, the TRAN-
SIMS distribution is skewed towards low degree, while
the ECRM distribution is skewed towards high degree.
The RW distribution is cleanly peaked at about half of
the degree of the other two. The TRANSIMS distri-
butions also have noticeably longer tails than the other
two.

The degree distributions for RW change only by a
small amount throughout the simulation (after the ini-
tial settle-in period) because the node positions main-
tain a nearly constant distribution with respect to the
simulation area. The TRANSIMS data also changes lit-
tle within a few hundred seconds, but as the overall traf-
fic changes in the metropolitan area, changes become
more pronounced. For example, while there are only
1000 vehicles in the simulation area at 7 am, at 7:30 am,
there are almost double that number; as a consequence,
the graph formed by the nodes would change signif-
icantly. Because ECRM has travelers in groups that
have macroscopic movements, there can be significant
changes with respect to time as whole groups become
disconnected from the rest of the graph. Within a group,
the degree distribution maintains a more constant form
(like the RW model). Figure 11 shows ECRM degree
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Fig. 10. Degree distributions for the three mobility models at a single
instant of time for three different connection radii. The top panel is
for R = 75 m, the middle panel for R = 100 m, and the bottom
panel for R = 150 m.

distributions at three timesteps. There is little change
in 10 seconds, but after 900 seconds (i.e., 15 minutes),
there is a noticeable flattening of the distribution. Two
of the distributions correspond to the snapshots shown
in Fig. 3.

A currently active line of research is the study of

scale-free networks [2]. Many diverse systems have
been shown to have properties associated with scale-
free networks. A scale-free network is defined in [5] to
be one for which the degree distribution has a power-
law tail:

P (k) ∼ k−γ (2)

where P (k) is the distribution function that gives the
probability that a randomly selected node has degree
exactly k and γ is a constant. Thus, if a degree distri-
bution can be reasonably fit to a power law, then it is
one that satisfies Eq. (2), and the network is therefore
scale-free. Such a degree distribution does not have a
characteristic scale. It can be seen from the previous
degree plots that the networks generated by the dif-
ferent mobility models are not scale-free: they have a
characteristic degree. It is therefore meaningful to con-
sider the typical degree of a mobile network (although
protocols that imply the use of nonuniform ranges or
the presence of occlusions may change this situation).
The top panel of Fig. 12 shows the data presented in
the middle panel of Fig. 10 on a log scale. The middle
panel of Fig. 12 shows the effect of transceiver range
on the degree distribution. All three models behave the
same way, with increasing range stretching the degree
distribution to higher values, but RW is the smoothest
and TRANSIMS the noisiest (not shown). There is
also no time variation in the qualitative differences be-
tween ranges (also not shown). Time varying aspects
of networks have not been considered much in recent
research, but they are of paramount importance for mo-
bile networks. For a given range, the temporal varia-
tion of the degree distribution is shown in the bottom
panel of Fig. 12. It can be seen from that figure that
the RW distributions do not change significantly with
time. The ECRM model was already shown to have
noticeable time dependence in Fig. 11. For TRAN-
SIMS, note that timesteps were selected so as to have
close to 1000 transceivers in each timestep, and nodes
are tightly constrained to the roads. Thus, when the
density of nodes changes dramatically, as it does in any
urban area with respect to time, there will be a corre-
sponding change in all of the graph parameters. How-
ever, when the density remains constant, these results
suggest that the degree distribution and the clustering
coefficient distribution (discussed below) will be static.
Of course, degree distributions by no means completely
characterize a mobile network; this observation will be
discussed in Section 6.

Figure 13 shows the clustering coefficient distribu-
tions for all nodes in each graph at the timestep labeled
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Fig. 11. Degree distributions for the ECRM model at three instances of time. Because there is a possibly significant difference in the positions
of nodes with respect to time, the corresponding degree distribution may also change significantly, as shown.

10 seconds (see above) for each of the mobility mod-
els when each node has a range of 150 meters. The
clustering coefficients for lower ranges were too noisy
to draw any clear conclusions. The ECRM distribution
is more tightly peaked than the other two, and there is
a clear difference in the average clustering coefficients
of the models.

A graph-level summary of statistics is shown in Ta-
ble 1. Included there are several time snapshots for
each scenario (mobility model and connection range).
The columns labeled ‘size’, ‘ave-D’, ‘ave-C’, ‘N’ and
‘d’ represent respectively the number of edges in the
graph, the average outdegree, the average clustering
coefficient, the number of connected components and
the diameter. Each graph in the RW and ECRM models
has exactly 1000 nodes; The TRANSIMS graphs have
1002, 1002 and 1003 nodes respectively. The graph
size has a clear trend: for a given connection range, the
RW model usually has the lowest, while the ECRM usu-
ally has the highest number of edges. The average out-
degree has a similar trend, although ECRM and TRAN-
SIMS do overlap slightly more. Not unexpectedly, both
graph size and average out-degree increase monoton-
ically with connection range. The average clustering
coefficients range from 0.573 to 0.703. In general, RW
graphs have lower and TRANSIMS graphs have higher
values, and lower connection radii have lower values.
However, neither of these statements is true in all cases.
The number of connected components in the graphs

decreases with increase in the range, as would be ex-
pected; however, in these experiments, the number of
components did not drop down to one. (This may be
partly due to boundary effects.)

For the graphs created from the mobility models,
the radius measurement is not very meaningful because
most of the graphs produced have small components
consisting of only one or two nodes. The radius for
almost all graphs in Table 1 is 1, and it is not reported in
the table. The diameter values range from 11 to 88. (For
comparison, the diameter of a square grid with 1024
nodes is 62.) Graphs generated using the RW model
cover the range uniformly. Graphs generated using
the ECRM model tend toward the lower two thirds
and those generated using TRANSIMS to the higher
two thirds. Graphs created with a range of 50 meters
occupy the lower half of the values, but no significant
conclusions can be drawn for other ranges.

The diameter values shown in Table 1 exhibit a be-
havior that merits explanation. For each of the mobility
models, the table shows that increasing the range may
increase the diameter of the graph. (For example, at
time 900, the diameters under the RW models for the
two range values of 50 and 75 meters are 11 and 53 re-
spectively.) To understand this, the reader should bear
in mind that the diameter values presented in the table
represent the largest of the diameters of the connected
components. When the range is 50 meters, the number
of nodes in each component is small. So, the diameter
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Fig. 12. Degree distributions shown on logarithmic axes to more clearly illustrate their non-scale-free nature. The top panel is the same as the
middle panel of Fig. 10, but on log axes. The middle panel shows the effect of range in RW at a fixed time, and the bottom panel shows the time
variation at a fixed range for RW.

is also small. When the range is increased to 75 meters,
several small components get merged together with a
relatively small number of additional edges. This cre-
ates sparsely connected larger components with large

diameters. As the range is increased to 150 meters,
many new edges are introduced, and the connections
between components becomes denser. This causes the
diameter values (as well as the number of components)
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Fig. 13. Clustering coefficient distributions for each of the three mobility models with a connection range of 150 m.

to decrease.

6. Ongoing and future work

We have described the components of a framework
for generating mobility patterns and traffic activities
that can be used to drive simulations of ad hoc com-
munication networks. The experimental analysis pre-
sented in the previous section showed that there are
measurable differences between synthetic and realistic
mobility patterns. The work described above is ongo-
ing, and a number of enhancements are currently being
considered and implemented. We are also carrying out
a detailed analysis of the structural properties of mobile
networks. We mention some of the more significant
ones below.

1. The most significant extension is to fully in-
corporate TRANSIMS-based mobility generat-
ing mechanisms in our framework. While this
is not conceptually difficult, a number of imple-
mentation difficulties must be addressed. For
example, ad hoc network simulators discussed
in the open literature cannot handle more than
about 1500 transceivers while the data generated
from Portland, Oregon, has 1.5 million travelers.
In other words, transportation simulators handle
numbers of travelers that are three orders of mag-
nitude larger than what can be handled by current
ad hoc network simulators. Thus, issues such as
selecting a subset of travelers such that they do

not form small disjoint components, efficiently
updating positions of a large number of users, etc.
must be carefully considered. We have recently
demonstrated a distributed PAS that can handle
millions of nodes in approximately real time, but
it is not yet full featured. Thus, the modeling
framework by itself does not impose a limit on
the size of networks that can be modeled and sim-
ulated.

2. We are investigating methods for generating real-
istic communication activity patterns that can be
fed into an ad hoc network simulator. We are us-
ing a statistical methodology developed as a part
of TRANSIMS to accomplish this goal, and early
results are encouraging.

3. Having more edges in an ad hoc network is desir-
able from the point of view of connectivity. For
a given placement of nodes, if it is necessary to
increase the number of edges, then the ranges of
one or more nodes (i.e., the transmission powers
used by those nodes) must be increased. Such
a step may increase the interference among the
nodes and consequently have a negative impact
on the performance of the network. Therefore,
controlling transmission powers of nodes is im-
portant from the point of view of network perfor-
mance. Also, the dynamics of the packets in the
network also changes substantially with varying
mobility models. This topic will be discussed in
detail in a different paper [7]. Figure 14 shows a
sample of such effects, plotting the average frac-
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Fig. 14. The importance of mobility models on routing protocols.

tion of packets received by a destination for ten
randomly chosen node pairs at each injection rate.
This study was completed using GloMoSim [3]
as PAS. The MAC layer protocols were either
802.11 or CSMA, and the routing protocols were
AODV, DSR, or LAR1 [1,22,25,29,30]. It is ob-
vious from Fig. 14 that there are substantial dif-
ferences in performance caused by the mobility
model. A complete analysis of the influence of
mobility models on protocols will be presented

in [7].
4. The main reason for computing the graph param-

eters is to understand how the underlying struc-
tural properties of time varying graphs affect the
performance of the network. We note that in
the case of graphs arising from mobility models,
time varying properties are extremely important,
as opposed to the systems described in [2]. Much
more work needs to be done in this respect, and a
paper that explores the time variation of the struc-
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tural properties of mobile networks is in prepara-
tion [17].
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